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Generative AI (GAI) presents significant challenges and opportunities to the higher 

education sector, from the threat to academic integrity to the promise of personalised 

learning at scale. This report focuses on three key areas: the impact of GAI on current 

teaching and assessment practices, current applications and the shift to more learn-

er-centred approaches; emerging GAI pedagogy, international best practices and early 

research findings on risks; and GAI and digital transformation, international regulation 

and the future skills agenda. The report distils the key findings into actionable recom-

mendations and provides clear guidance and direction aimed at assisting institutional 

leaders shape policy and strategy for GAI integration into teaching practice in a way 

that aligns with their institutional values and strategic priorities.

Abstract

https://maireadpratschke.com/
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Introduction to the National Digital 
Leadership Network Report Series

The National Digital Leadership Network (NDLN) is a collaborative initiative designed to 

support digital transformation across Ireland’s Technological Higher Education sector. 

Established under the N-TUTORR programme with funding provided through the EU’s 

NextGenerationEU initiative, the network was officially launched in November 2024 

to provide a national platform for digital leadership and complementary knowledge 

exchange and strategic collaboration. While the N-TUTORR programme has now 

concluded, our network continues its work under the guidance of a steering board 

composed of sector leaders and external experts.

Digital leadership in higher education extends far beyond technical expertise 

or the adoption of certain tools and platforms: it’s about vision, strategy, and culture 

change. Effective digital leaders ensure that digital strategies and developments align 

with institutional and national priorities, not only enhancing teaching, learning, re-

search, and administration functions but also upholding academic values, promoting 

equity, and driving business innovation. In this context, the NDLN fosters collaboration 

among higher education leaders, policymakers, and practitioners, providing opportuni-

ties to share insights, explore emerging challenges, and develop shared solutions.

As part of its work, the NDLN has commissioned a series of horizon-scanning re-

ports authored by leading national and international scholars and practitioners. These 

reports explore key trends at the intersection of digital innovation, traditional leader-

ship and strategic planning, providing actionable insights to support higher education 

institutions in aligning these trends and related opportunities with institutional and na-

tional priorities. Covering topics such as the evolving role of generative AI in academia, 

data-driven decision-making, academic integrity, new models of learning and teaching 

and new ways to plan for financial sustainability, this report series offers timely advice 

and direction for higher education leaders navigating the interrelated complexities of 

the digital and post-digital age.

We extend our gratitude to the N-TUTORR programme for its financial support, 

and to N-TUTORR Co-ordinator Dr Sharon Flynn for her direction and continued sup-

port of the network. Thank you also to members of our national steering board and to 

our external contributors, in particular Professor Lawrie Phipps. 

A big personal thank you in addition to my colleagues in the Department of 

Technology Enhanced Learning (TEL) at MTU -- especially Darragh Coakley and Marta 

Guerra -- whose work has been vital to the preparation and publication of these reports. 

We are also very grateful to Dr. Catherine Cronin, our chief editor, and, of course, to all 

our authors whose insights, expertise, and dedication form the heart and foundation of 

this series. 

We invite you to engage with these reports and join us in shaping the future of 

digital leadership in higher education.

Dr Gearóid Ó Súilleabháin

Department of Technology Enhanced Learning (TEL)

Munster Technological University (MTU)
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AGI – Artificial general intelligence (or superintelligence)

AI ecosystem – Network of specifically GAI-powered tools and technologies

AR – Augmented reality

Content window – The amount of data or text an AI model can process at a time

VR  – Virtual reality

XR – Mixed reality

Digital ecosystem – Network of digital (Web 2.0) tools and technologies

Fine-tuning – Adjusting a pre-trained model to perform a specific task 

Frontier models  – Highly capable general purpose models

GPT – Generative pre-trained transformer

GAI – Generative artificial intelligence (also known as genai)

Hallucinations – Model output that is nonsensical or false

HEI – Higher education institutions

Inference – The process of generating output 

IoT – Internet of things, the network of connected devices  

LAM – Large action model

LLM – Large language model

LMM – Large multi-modal model

LPU – Language processing unit and a chip developed by Groq

LWM – Large world model

ML – Machine learning

Multimodal AI – AI systems that can integrate and process multiple data types 

(images, audio, text)

Neural networks – Type of machine-learning algorithm that uses a network of 

interconnected nodes to process data in a way that mimics the human brain, or 

a method in AI that teaches computers to process data in a way that is inspired 

by the human brain

Below is a non-technical description of the key terms used in this report.
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Prompt engineering – The crafting of a prompt by a user to elicit the desired output 

Prompt transformation – The rewriting of a prompt by an AI model to optimise the 

output

RAG – Retrieval augmented generation

Scaling laws – Describe how neural network performance changes as key factors are 

scaled up or down

Synthetic media – Video, image, text, or voice that has been generated using AI

Test-time computer – The computational resources used when an AI model generates 

responses to prompts; differs from training compute, which is used to create the model 

itself 

Transformer – Architecture created in 2017 that enabled the scaling of LLMS

Web 2.0 (Social Web) – The second stage of development of the internet, characterised 

by the change from static webpages to dynamic or user-generated content and the 

growth of social media

Web 4.0 (Symbiotic Web) – The latest stage in development of the internet, 

characterised by technologies that facilitate closer interaction of humans and 

machines, in physical and virtual worlds

Executive Summary

Generative AI (GAI)1 presents significant challenges and opportunities to the higher 

education sector, from the threat to academic integrity to the promise of personalised 

learning at scale. The national government and regulatory agencies will address the 

broader systemic challenges under the EU Artificial Intelligence Act, but implementation 

in higher education institutions (HEIs) requires careful planning and oversight. Higher 

education is a values-driven sector, where equity, diversity and inclusion – as well as 

social and environmental responsibility – inform and shape institutional strategy. This 

report focuses on three key areas: the impact of the rapidly improving capabilities of 

GAI and their implications for current teaching practices; emerging practice using GAI 

assistants, tutors, and instructors, as well as early research findings on their efficacy 

and risks; and how AI is transforming professional practice, and the implications this has 

for future careers. Key findings reveal the need for alignment between sectoral values 

and institutional strategy; pedagogical alignment of tools, design, and learning goals; 

and alignment of technical higher education programmes with industry to ensure that 

educational offerings prepare students for future careers. Together, these findings point 

to the need for action on all fronts, from collaboration with government and industry 

stakeholders to align strategy with regulation; to upskilling and training for AI literacy 

and competence; to curriculum review and redesign so that students are equipped with 

critical skills for the future. In short, institutions must ensure that GAI implementation 

for teaching aligns with sectoral values, institutional goals, industry needs, and student 

outcomes.

Since the completion of this report in early December 2024, several important 

developments have taken place. While the core analysis and argument remains relevant, 

readers should consider these and other ongoing advancements. For more please see 

the foreword on the following page.

1Generative AI is often shortened to GAI or GenAI. GAI is the acronym used in this report.
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Foreword

Innovation First

President Donald Trump’s return to power in the USA signalled a clear shift in the 

approach to AI development. Trump’s Executive Order of January 2025 (White House, 

2025) replaced former President Biden’s, which had stressed the need for safe and 

responsible AI development, with a strong focus on innovation first. The escalating 

AI arms race between the USA and China is fuelling an international race to create 

sovereign AI (London School of Economics [LSE], 2025), which is increasingly seen as 

critical to national security and global competition. The UK’s AI Opportunities Plan (UK 

Government, 2025), published in mid-January, adopts a similarly innovation-friendly 

approach.

The rapid pace of AI development poses a challenge to publication timelines, which 

can lag several months behind the finalisation of a manuscript.

Since this report was finalised in early December 2024, several important 

developments have taken place in the AI landscape, which have direct implications 

for higher education.

While the key message in this report for higher education remains unchanged, 

the author would like to note the following updates that readers should be aware of 

as they read it:

EU AI Investment

The release of China’s DeepSeek in January made it clear that innovation in model 

training is as important as funding, and put open-source into the spotlight. At the AI 

Summit in Paris in February, EU President Ursula von der Leyen announced a €200 bil-

lion investment in AI, including €20 billion for AI gigafactories (European Commission, 

2025). In February, a consortium of 20 leading European research universities and 

companies announced the launch of a new OpenEuroLLM project, which will see the 

creation of a family of multilingual, large language foundation models for commercial, 

industrial, and public services. The goal is to create transparent and compliant open-

source models that will preserve cultural and linguistic diversity, as well as democra-

tise access, enabling European companies to compete on the global market.

Reasoning Models, Deep Research, and Agentic Systems

Reasoning models can conduct advanced research, and agents can cross-reference 

and correct each other, decreasing the potential for error. Deep Research tools from 

Google and OpenAI can generate postgraduate theses and PhD dissertations. Reason-

ing models are now widely available and while OpenAI’s subscription is prohibitively 

expensive, users can access DeepSeek using platforms like Perplexity. Both Anthropic 

and OpenAI have hinted at plans to release combined reasoning and traditional GPT 

models, potentially simplifying the issue of choice for users (Perplexity AI, 2025).

Ireland’s Approach to AI in Education

The AI Advisory Council released a series of reports in February, including an AI Advi-

sory Council Advice Paper, entitled AI and Education, which includes its recommenda-

tions for government (AI Advisory Council, 2025). The paper underlines the need for 

consistent guidelines on AI use, AI literacy training for educators, equitable access to 

AI models and tools, and a national conversation between educators, unions, policy-

makers, and the AI/edtech industry to decide on a consistent and stable approach to 

leveraging AI in education.
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GAI is a general purpose technology, compared in terms of its potentially transformative 

impact on our society to the printing press, electricity, and the internet. It offers tremen-

dous opportunities to broaden access to education, to increase student engagement, 

to personalise learning, and to expand HEIs beyond the physical campus.2 GAI is an 

assistive technology, removing linguistic and geographic barriers and making learning 

more accessible. It expands the horizons of what is possible, presenting the opportunity 

for “intelligence augmentation” (Dede et al., 2021) and discovery far beyond what hu-

mans alone can achieve. But achieving this potential requires collaboration with technol-

ogy in a way that is new for higher education. How HEIs adapt to this new hybrid form of 

learning will be the determining factor in whether GAI augments human intelligence or 

reduces it. 

Balancing its potential opportunities with the challenges GAI presents is vital. GAI 

is a rapidly emerging technology that comes with risks that pose a direct challenge to 

the values that guide HEIs, and regulations governing its use are not keeping pace with 

technological developments. GAI is also a geopolitical issue, a matter of national sov-

ereignty, global security, and intense international competition. The 2024 US election 

victory by Donald Trump will have important economic implications for Ireland, largely 

due to the number of American technology firms in the country. How the Irish govern-

ment manages that relationship and balances it with its compliance with European 

Union regulations will have a direct impact on the options available to Irish HEIs. The EU 

Artificial Intelligence Act provides a framework, but the critical decisions with regard to 

GAI implementation in Irish HEIs will rest on institutional leaders. 

Introduction: The Challenge

2Generative artificial intelligence is also explored in two further reports in the National Digital Leadership Network 
report series; see Weller (2024) and Whittle & Ranson (2024).

Artificial intelligence (AI) transforma-

tion is the next phase in the journey towards 

Education 4.0, and technological HEIs will 

play a key role in preparing students with the 

skills and competencies they need for the 

AI-enabled workplace. HEIs measure success 

through key metrics including employability, 

sustainability, social responsibility, equity, 

inclusion, and student experience. In this 

Artificial intelligence 

(AI) transformation 

is the next phase in 

the journey towards 

Education 4.0...

context, success requires aligning GAI implementation with sectoral values, institu-

tional strategy, industry needs, and student outcomes. How different HEIs embrace 

AI will be a competitive differentiator, and technological HEIs are well placed for this 

transformation. Those that adapt will be the educational leaders of tomorrow, capable 

of addressing the rapidly shifting demands of industry and equipping students with 

the knowledge, skills, and competencies they need to thrive.

Artificial Intelligence 

AI as a field of study has been around for many decades. The term was coined at Dart-

mouth College in 1956, where a group of educators gathered to explore the creation of 

intelligent machines that could learn and use human language. AI as a technology is 

also not new to higher education. AI has been used in HEIs for decades and for a vari-

ety of purposes. Symbolic AI is used to create academic advising tools, to formulate 

university policies, to design curricula, to create automated grading systems, and to 

assist in research. Predictive AI is used to identify patterns in student data to forecast 

performance, and in adaptive learning platforms to tailor the learning experience to the 

student (Sharples, 2019).

Mustafa Suleyman, co-founder of DeepMind and Inflection AI, and head of AI at 

Microsoft, titled his 2023 book The Coming Wave (Suleyman, 2023). In it, he argued 

that the world was not prepared for the wave of powerful new AI technologies about to 

hit it, and he identified “the containment problem” as the challenge for our age. Suley-

man was far from the first to use this metaphor to describe the upheaval that follows 

the introduction of a disruptive new technology into society. Joseph Schumpeter used 

the phrase “creative destruction” to describe the dynamic of technological disruption 

that has driven the so-called waves of innovation in our modern era (McKraw, 2007), 

with each wave characterised by a set of technologies that was the era-defining tech-

nology of its age. As each wave of technological change washed in, the dynamic of 

creative destruction brought with it new ways of working and living but also destroyed 

something of what was there before. 

The first three waves of innovation transformed Western societies, displacing 

manual workers and replacing them with machine automation and knowledge work-

ers. The fourth wave (1950–90) marked the start of artificial intelligence as a topic of 

research, when the mission began to create intelligent machines. The fifth wave (1990–

2020) was the digital age, defined by the networks made possible by the invention of 

the internet (1983) and Tim Berners-Lee’s World Wide Web (1989) that allowed users to 

navigate it. The 1990s saw the growth of machine learning techniques and improved 
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neural network architectures, which used the massive amounts of data (so-called “big 

data”) generated by Web 2.0’s social networks. 

As the fifth wave began to ebb, the sixth gathered force. On 11 December 2015, 

OpenAI was founded by a group including Sam Altman, Greg Brockman, Reid Hoffman, 

Elon Musk, and others, with the stated intention of working towards creating safe ar-

tificial general intelligence (AGI) for the benefit of humanity. Conceptions of AGI vary 

considerably, but the key word in these discussions is “general”. While we have special-

ised AIs capable of performing tasks as well as, or better than, humans, we do not yet 

have AGI, that is, AI with general intelligence that surpasses that of humans across a 

wide range of cognitive tasks.

Generative AI 

In 2017, a group of Google researchers introduced a new type of transformer architec-

ture (Vaswani et al., 2017) that enabled the unprecedented scaling of large language 

models (LLMs) that would make the GAI boom possible. In 2018, OpenAI published a 

paper explaining what generative pretrained transformers (GPTs) were (Radford et al., 

2018), and the original GPT-1 was launched to little fanfare. Updated versions of GPT 

were released at regular intervals thereafter, with parameter counts, representing 

increasingly large and more complex models capable of processing more data, going 

into the billions. But it was only in November 2022, with the release of ChatGPT-3.5, 

that GAI reached the public consciousness. Suddenly, Schumpeter’s dynamic of cre-

ative destruction was palpable, and Suleyman’s coming wave was visible to the naked 

eye.

...our interaction with 

GAI is transforming 

academic practice 

across disciplines in 

HEIs... 

GAI and its associated Web 4.0 tech-

nologies (i.e. the Internet of Things (IoT), 

augmented reality/virtual reality/mixed reality 

(AR/VR/XR), and robotics) are now dissolving 

the boundary between human and machine. 

From synthetic biology to synthetic media, 

our interaction with GAI is transforming 

academic practice across disciplines in HEIs 

and creating a new hybrid form of education 

defined by human collaboration with GAI. The concept of knowledge itself has been 

disrupted by the development of machines that are intelligent but learn at a much fast-

er rate than we could ever hope to. No longer the kingpins, we are now confronted with 

a world in which there is another intelligence, modelled on the neural networks in our 

human brains but made of chips and metal rather than cells and skin. HEIs need to pre-

pare for a world where humans and machines work in symbiosis, where the educator is 

no longer the single voice of authority but rather, for better or for worse, one of many. 

The potential of this human–AI collaboration to augment human intelligence (Dede et 

al., 2021) is the promise of AI in education. 

The Context

The release of ChatGPT-3.5 on 30 November 2022 prompted a huge wave of hype from 

industry and a corresponding wave of panic from higher education. Two years later, the 

sector has moved from that initial disruption to the process of integration, and the po-

tential of GAI to support teaching and learning is increasingly clear. Innovative educators 

leading experiments have shown the utility of GAI to improve accessibility, engagement, 

support, and outcomes. As a result, the narrative in higher education is slowly shifting its 

focus from banning tools and policing students to the constructive integration of GAI to 

support teaching and learning.

The question about whether to integrate GAI is now moot: We live in a world where 

GAI is integrated into tools, platforms, and devices, from enterprise software to personal 

smartphones. For students, this means that expertise is readily available on any topic, 

at any time. But the difference in capabilities between free GAI tools and frontier models 

means that access to the most cutting-edge versions is critical to ensuring digital equi-

ty and positive outcomes for students. Open-source models raise concerns about data 

security and exposure to cyber threats, but the lack of secure access to safe GAI risks 

increasing the digital divide between those who can afford subscriptions and those who 

cannot.

Representation and Values 

The lack of representation of minority cultural, ethnic, and linguistic groups in big data 

used to train GAI models means they do not represent the diversity of human popula-

tions or experiences. The Global South, Indigenous voices, and minority linguistic and 

cultural groups are poorly represented relative to the ideologies and attitudes of West-

ern cultures in the Global North. Implicit biases in GAI models (Warr et al., 2023) have 

been shown to disproportionately generate views aligned to the white, male, Western, 

North American data they were trained on. The growing movement towards sovereign 

AI, itself a reflection of geopolitical competition and global inequity in representation, 

might rectify this imbalance by further increasing the diversity in model types. But, in 

the short-term, the risk of further embedding this inequity between groups, cultures, 

and geographies is very real. This is a serious issue for HEIs, where diversity and inclu-

sion are core values. AI literacy is critically important – not simply to understand the 
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issues that come with it but to take corrective action, by designing and creating tools 

that represent the diversity of human populations, voices, and experiences.

GAI models produce biased output (Kannan, 2024), perpetuate patriarchy 

(Khan, 2024), and replicate the world views and ideologies of their creators (Buyl et al., 

2024). Each has its own flavour, its own tone, its own strengths and weaknesses. Elon 

Musk’s Grok reflects Musk’s ideology, while Anthropic’s Claude uses Constitutional AI 

trained to reflect and promote human values (Bai et al., 2022; Edwards, 2023a). Both 

reflect their training; for Grok, that means producing output that is relatively unpre-

dictable compared to other models, while Claude’s output reflects its training on docu-

ments including the United Nations’ Universal Declaration of Human Rights. The choice 

of LLM is therefore not value neutral, which underscores the need for users to be more 

than passive consumers of GAI output, but rather critical, informed, active interroga-

tors. Indeed, this is what it means to be AI literate. 

Issues around representation and rights have important implications in the 

context of the current movement toward agentic AI, where AI systems do not simply 

generate output but act autonomously, making decisions and performing tasks with 

minimal human intervention. Nick Bostrom’s famous paperclip maximiser thought 

experiment (Bostrom, 2003; Šmit et al., 2005) demonstrated the potential dangers 

of such a scenario when taken to its logical conclusion. Already, agentic systems are 

demonstrating they will prioritise their final goal over the means used to achieve it, 

sometimes resorting to collusion to do so (Fish et al., 2024). The in-built bias in GAI 

models, combined with ideological misalignment, suggests that poorly designed 

agentic systems that lack human oversight or control could pose a real threat. 

The EU Artificial Intelligence Act requires AI systems to be designed, developed, 

and used in ways that respect equality and human dignity. Using systems misaligned 

with human values can leave vulnerable students exposed to output that is hateful 

(Clark, 2024), leading in some cases to tragic outcomes (Montgomery, 2024). Model 

training reduces the incidence of hallucinations, but a degree of unpredictability is 

built into generative models – it is how they work (Mishra, 2024) – so while different 

architectures and learning algorithms may mitigate these issues (Kalai & Vempala, 

2024), some currently remain. Educators need to understand how GAI models 

work, so they can not only guide students in ethical use of GAI for learning, but also 

share practical techniques based on adversarial thinking to ensure that students’ 

interactions are safe.

Capabilities and Implications 

GAI has very different affordances and capabilities from the digital tools of the past. As 

model sizes and parameter counts have grown, this has enabled a dramatic increase 

in capabilities. GAI models are now fully multimodal: they process and generate not 

just text but also images, audio, and video. GAI is conversational: its natural language 

processing and understanding capabilities mean that users can interact with it using 

natural human language. GAI is generative, meaning that while it is trained on existing 

data, it creates something new. GAI’s social and generative affordances, combined 

with its increased capabilities, have over the past two years transformed it from what 

was initially compared to a simple tool (the calculator) into a much more powerful form 

of intelligence that operates more like a presence – albeit a machine presence. These 

machine presences can get to “know” the user, remember their preferences, and adopt 

any role. This allows GAI to function as a tutor, a trainer, a guide, a mentor, a coach, an 

advisor – or any other role its human users define for it. 

GAI models are becoming increasingly powerful, which is reflected in the size of 

their memory. A model’s short-term memory is its context window, and context win-

dows have expanded dramatically in the last year, allowing models to process more user 

data. In 2023, Anthropic’s Claude first made headlines for its industry-leading context 

window of 100,000 tokens, which meant it could process 75,000 words, or a book the 

length of The Great Gatsby (Edwards, 2023b). Since then, the size of context windows 

has continued to grow, with Google’s Gemini model debuting at over a million tokens. 

Google’s NotebookLM, initially able to hold only 1,500 tokens, can now hold 1.5 million 

(Johnson, 2024). This enables it to process an entire catalogue of works. The poten-

tial use cases for NotebookLM (or its open-source equivalent, Open NotebookLM by 

HuggingFace) in higher education are endless, as interaction with multimodal content 

dramatically expands the dialogic space for learning.

In September 2024, NotebookLM added audio summaries, allowing users to 

upload source material that the model uses to generate a podcast hosted by two AI 

personalities. But the model does not simply summarise the content – rather, it dissects 

and interprets it, finds what is important in it, and shares those insights in a highly 

engaging conversation between the two AI hosts. This capability to connect the source 

content to examples and use cases beyond those appearing in the original source ma-

terial is significant, in that it illustrates the power of this technology to take the original 

human content and use it to generate something new. 

GAI is also changing the way we interact with the internet. Perplexity is a platform 

rather than an LLM, but it generates output the same way a chatbot does, bridging the 
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gap between search engine, research tool, and conversational agent. Perplexity takes 

the user query and browses the internet, then generates output from its search, includ-

ing the web links it consulted as footnotes in its generated response. The popularity 

of this platform, which prompted some to speculate on the possible end of the current 

web search (Roose, 2024), has led OpenAI and Google to introduce a similar capabil-

ity to their platforms, and an open-source version called Perplexica is also now freely 

available on GitHub. 

Perplexity also generates an AI podcast called Discovery Daily, generated from 

its Discovery newsfeed, which is hosted by AIs Alex and Siena. This Discovery feed is 

rapidly integrating respected news sources via its growing list of partnerships with 

media companies. Generative search, and the integration of synthetic media into 

popular tools like YouTube and Spotify, is thereby already customising and personalis-

ing the online user experience. This overlap with social media is noteworthy because 

consumer technologies and trends tend to arrive later in higher education, often via 

edtech companies. TikTok and Spotify already offer short educational courses, and it 

is likely only a matter of time before those, too, are AI-generated and hosted. Given the 

history of MOOCs and microcredentials – both of which began well over a decade ago 

– and the EU’s current focus on the latter for encouraging lifelong learning, these GAI 

consumer trends and forces should not be written off as irrelevant to higher education 

but rather considered harbingers of the future.

Co-creation is now a core key feature of frontier models, meaning that techni-

cal expertise is no longer a barrier to creation. In November 2023, OpenAI released its 

CustomGPTs, which the company described as “proto-agents”, that can be built by 

non-experts in minutes. Since January 2024, the GPT Store has housed thousands of 

these custom tools, which are freely available for public use. Similarly, open-source 

platforms like HuggingFace allow users to create their own AI assistants for free, while 

Poe offers a large number of frontier and open-source base models which can be built 

on. Co-creation is significant because it is part of the shift in capabilities among GAI 

models from knowing to doing.

AI agents are widely seen as the next phase after AI assistants, which humans 

create and train and then have work autonomously with us and for us. Claude’s 

Artifacts allows users to easily create interactive digital assets, including web apps, 

from a simple text prompt. The model generates the code, which appears on the right 

side of the screen, so the user can work alongside it and tweak the model’s output. 

This capability allows users to collaborate with GAI, giving non-technical users the 

power to create. OpenAI’s GPT includes a similar feature, called Canvas, which the 

company described as enabling users to “collaborate” with the model. In a further 

step along this path from co-creation to agentic AI, in November 2024, Anthropic 

introduced Computer Use to Claude, which enables the model to use the mouse to 

perform actions formerly performed by humans. Meanwhile, OpenAI has announced 

its own plans to launch an agentic system codenamed “Operator” in January 2025 

(Robison, 2024). 

Key to this shift towards agentic AI is the need for the human-in-the-loop, which 

refers not just to model training and fine-tuning techniques but to the need for AI 

literacy at the user end. This is critical to ensure that humans play an active part in this 

shift. The vast majority of GAI users are still at the experimental content generation 

phase, but many have moved into co-design of GAI bots and co-creation using GAI 

tools. As a result, we are now seeing the emergence of “intelligent communities” of 

academic researchers working in teams with AIs. 

Since September, the emergence of a new branch of GAI models has led to dis-

cussions about the potential limits to current scaling techniques and possible future 

directions for development. The new so-called “reasoning” models (Open AI, 2024) are 

trained to “think” through a problem, an approach similar in effect to chain-of-thought 

prompting at the user end. OpenAI’s o1 model has shown impressive results to mathe-

matics and logic tests, prompting mathematician Terence Tao to speculate that, within 

a couple of iterations, the o1 model might be as useful as a PhD-level graduate student. 

In an interview, Tao said, “I do envision a future where you do research through a con-

versation with a chatbot [but] I’m not super interested in duplicating the things that 

humans are already good at. It seems inefficient. I think at the frontier, we will always 

need humans and AI” (Wong, 2024). This collaboration between humans and AI is 

where the future lies for higher education. 

The development in reasoning models is part of the trajectory in recent years 

towards the proliferation of model types. The GAI that has occupied higher education 

for the last two years is clearly significant, but there are other model architectures and 

many other model types, including LLMs but also small language models (SLMs), large 

multimodal models (LMMs), large action models (LAMs), language processing units 

(LPUs), and – frequently promoted by Yann LeCun and currently in development at Fei-

Fei Li’s new venture, World Labs – large world models (LWMs). The aim for the latter is 

to develop spatial intelligence, which will allow AIs to understand and operate in the 3D 

world. These developments are all part of the path towards the final goal of AI scien-

tists, which is to create AGI, or superintelligence. For users, the variety in model types 

means they choose between model type and size according to what best fits their 

purpose. SLMs require less energy than large frontier models and can be downloaded 

to use on mobile phones without Wi-Fi. Understanding these options allows users to 
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Emerging Practice

Multiple reports (Hirabayashi et al., 2024; Digital Education Council, 2024) on GAI use 

confirm it has been widely adopted by students as a tool for learning, as an assistive 

technology, an organisational tool, a motivational tool. Most students tend to use GAI 

for help with learning and homework rather than for cheating. Those with learning chal-

lenges stand to benefit the most, including neurodivergent students, those dealing 

with accessibility challenges, and those completing their studies in a second or third 

language. GAI functions as an assistive technology that allows them to participate 

more fully than they otherwise would have been able to, but students are often reluc-

tant to share that they have been using it due to a fear of reprisal, as there is a wide 

range in policies on acceptable use of GAI and a lack of clear guidelines. The flexibility 

granted to lecturers in deciding how or whether to allow students to use GAI in their 

coursework has resulted in a lack of consistency. This, combined with the fear of being 

accused of academic misconduct, is a significant source of stress for students. Mean-

while, educators operate within a system resistant to change. The gap between stu-

dents and academic staff in both frequency of GAI usage and familiarity with the tech-

nology was dramatically illustrated during the initial panic in HEIs over assessment, but 

academic integrity is only the tip of this iceberg.3 Educators need to better understand 

GAI capabilities so that they can guide students in the ethical use of GAI for learning. 

make informed decisions based on specific use cases that align with sectoral values 

and institutional strategy.

3See Eaton and Moya (2024), also in the National Digital Leadership Network report series, for further exploration 
on academic integrity and AI in higher education.

AI is not Edtech 

AI is not edtech, but it is being packaged as a product, and the higher education sector 

is accustomed to consuming technology via third-party vendors. But HEIs have choices. 

Some institutions are collaborating with AI companies directly to explore GAI implemen-

tation. Arizona State University has partnered with OpenAI in an extended collaboration 

to explore the potential of GAI for teaching and learning innovation, while UCLA has 

subscribed to ChatGPT Enterprise for educators.

Others are building their own models and tools. The University of Michigan has 

developed its own suite of custom tools, and Yale University, which is investing USD$150 

million in GAI funding, has launched its Clarity platform. Stanford University launched 

its STORM research tool and is funding an accelerator for learning science and design. 

The University of Washington recently announced a USD$10 million grant for teacher 

training tools, while the University of Texas at Austin announced its AI tutor UT Sage, 

designed to support teaching and learning.

In short, some institutions are partnering, while others are investing in going it 

alone or striking a balance. There is also a growing momentum towards collaboration 

across institutions. In September 2024, the American Association of Colleges and 

Universities launched an Institute on AI, Pedagogy, and the Curriculum, which offers 

mentoring and workshops for academic faculty in over 100 institutions across the 

United States. Ireland’s technological university sector has seen the fruits of such 

collaboration in the Education 4.0 and N-TUTORR projects, and there is good reason to 

continue in that vein.

Efficiency and Effectiveness 

The two narratives which have dominated the discussion on how to use GAI in educa-

tion can be characterised as instructor-centred and student-centred. The former tends 

to be concerned primarily with efficiency, time-saving, and automation of administrative 

processes and tasks, while the latter tends to focus on effectiveness, student experi-

ence, and the process of learning. Higher education is at a critical juncture, where nar-

ratives about increasing efficiency pose a threat to its mission of learning effectiveness. 

Throughout 2023, a flurry of new AI start-ups appeared on the scene, referred to as 

“wrappers” because their offering was essentially a template (the wrapper) over an LLM 

base. Wrapper tools are essentially content generators. Modelled on a successful early 

example from the corporate communications industry (Jasper), wrappers allow users to 

select a template and generate content from a simple prompt. Wrapper tools have prov-

en popular in primary- and secondary-level education, where the curriculum tends to 

be set, the focus is on teaching, and time for lesson preparation is short. The model has 

been adopted by Learning Management System (LMS) companies that have incorporat-

ed tools to generate course content, including syllabi, lesson plans, presentation slides, 

quiz banks, and rubrics for evaluation. 

There are several problems for HEIs with this approach to GAI integration. AIs 

can lessen administrative burdens, but learning itself cannot be sped up, nor can the 

design of learning be fully automated. The temptation to replace learning design based 

on sound pedagogy with automated content generation from LLMs has the potential 

to be deeply damaging. Instead of tools for resource generation, HEIs should focus on 

building AI literacy and competence among students and staff, and an understanding 
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of digital design, so that instructors can design their own GAI tools that are tailored to 

the needs of their students. This is also the only sustainable approach to integrating 

AI into teaching and learning. Given the rapid pace of development, learning agility 

is critical, so institutions will need to create the infrastructure and systems to sup-

port ongoing professional education. In doing so, they can ensure that educators are 

equipped with the critical AI literacy they need to navigate this terrain and the mindset 

to continue doing so as the technology evolves.

Experiments with GAI 

Institutions the world over are experimenting with GAI. These experiments run the 

spectrum from bottom-up approaches involving small numbers of staff, to top-down 

initiatives involving institutional subscriptions to frontier models, partnerships with 

AI companies, and building private LLMs. There is a wide range of possibilities for 

GAI implementation, and the scope for differentiation is significant. The first set 

of experiments has been with AI assistants to improve the student experience. AI 

assistants provide the same sort of customer service support that is now commonly 

used in industry, where AI bots in call centres can provide answers to questions at any 

time; AI assistants in HEIs are designed to provide 24-hour support to students. In 

November 2024, Northern Illinois University launched Mission, a chatbot that provides 

support to undergraduate students and connects them to campus services and 

information. Mission communicates with students through AI-assisted text messages 

and a chatbot to respond to questions. 

There are numerous other such examples of GAI being used to improve the 

student experience by providing around-the-clock assistance. In March 2023, 

the University of London partnered with Noodle Factory to create an AI teaching 

assistant to support its online learners with academic questions (Armstrong, 2023). 

The teaching material for a given course or programme is uploaded to the system, 

which the software then uses to generate answers to student questions, create and 

mark assessments, recommend lesson plans, and help with grading exam papers. AI 

teaching assistants can be particularly helpful in online courses with high enrolment. 

AI tutors represent the next stage in the decades of research and practice that 

began with intelligent tutoring systems (ITS) in the 1960s. Historically, these were 

expert systems trained to work on a narrow range of tasks using symbolic AI. While 

designed to help with tasks and improve efficiency, AI tutors are intended to interact 

on a pedagogical level to improve teaching effectiveness. GAI tutors can remember all 

of the information they are given on a particular individual or topic, allowing learners to 

have extended conversations on any theme. These persistent conversations (Sharples, 

2023) are enabled by the extended memory of AI models, which allow GAI to function 

as a personal assistant over long periods of time.

The first virtual cognitive assistant was Jill Watson, launched in 2016 at Georgia 

Tech, which was developed to handle the high number of forum posts by students 

enrolled in an online course required for the school’s online MSc in computer science 

programme. The initial version used IBM’s Watson platform and used the course syllabi 

to answer student questions posted in online discussion, engaging with students in 

conversations about course materials. The next version, launched in 2019, switched to 

Google’s BERT as an open-source platform that could be tuned for Jill. 

Since the introduction of GAI, the capabilities of AI tutors have expanded dra-

matically. The latest version of Jill Watson uses ChatGPT to answer students’ questions 

about course materials and to “enhance cognitive engagement and teaching pres-

ence” (Goel et al., 2024), supporting the creation of a community of inquiry between 

AIs and humans (Pratschke, 2024). Jill Watson uses retrieval augmented generation 

(RAG), by creating prompts for ChatGPT and post-processing its responses, to reduce 

known issues of GAI, such as hallucinations. It also uses a variation on RAG based on 

the courseware, which researchers have found improves the accuracy and precision in 

Jill’s responses. 

AI tutors can be standalone or integrated into systems. In March 2023, the 

Khan Academy announced their GPT-4-powered personal tutor, “Khanmigo”. The 

name, taken from the Spanish word conmigo (“with me”), suggests a personal tutor 

that can accompany the student throughout their learning experience. Later that 

year, Instructure announced the integration of Khanmigo into its Canvas LMS. 

Khanmigo was greeted with enthusiasm but has received mixed reviews, and the 

Khan Academy’s head of learning has publicly acknowledged how challenging it has 

been to design an effective tutor. Such product design difficulties also highlight the 

constraints the platform model places on HEIs, as institutions accessing GAI tools 

via their pre-existing enterprise partners are limited to the choices those companies 

make, rather than being able to make decisions for themselves. Open-source GAI tools 

are attractive for this reason but, unlike open digital resources, come with added risks 

and therefore require additional resources to guarantee their safety.

Standalone assistant and tutor options exist that are safe to use and not 

affiliated with any particular institution. Canadian nonprofit Contact North has three 

standalone tools – an AI teaching assistant, a Syllabot, and an AI tutor – all of which 

are free to use. The teaching assistant can generate multiple choice questions, essay 

questions and a scoring rubric, or a syllabus, which includes a course description, 

learning outcomes, outline, notes, and slides. The Syllabot can answer student 
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questions on their course syllabus, alleviating the pressure on instructors to do so. The 

AI tutor uses RAG, which allows users to upload a document and then ask the AI tutor 

questions about it. These standalone public access tools have been vetted for safe use 

by the University of Toronto.  

Finally, the University of Sydney has been experimenting with custom-designed 

tutors using its Microsoft Azure-based Cogniti platform since 2023. Described as 

“AI agents designed by teachers”, Cogniti allows educators to design and create 

their own custom tutor. As of November 2024, some ten AI bots had been created: 

a course planner; an assignment tutor; a targeted trainer; a feedback facilitator; a 

scenario generator; a process coach; a reflective guide; a creative partner; a Socratic 

questioner; and an expert collaborator. Educators train these customised tutors using 

specific prompts and guidelines for behaviour, which means that they support rather 

than automate the learning. The University of Sydney has extended the experiment, 

opening use of the platform to institutions all over the world. In its report to Australia’s 

Select Committee on Adopting Artificial Intelligence, the university shared that “our 

main lessons so far have been that educators and institutions want privacy, control, 

equity, visibility, security, and accuracy with use of generative AI in educational 

contexts” (Weber, 2024).

This desire for privacy, security, and accuracy led the University of Michigan to 

create its own private LLM, called U-Maizey, to guarantee its university community 

access to a secure environment, as well as to address accessibility and affordability 

issues. By August 2023, the university had three unique GAI tools for students and 

staff: the U-M GPT, U-M Maizey, and U-M GPT Toolkit. U-M GPT works in a similar way 

to ChatGPT but is free for all staff and students to use, and is designed to work with 

screen readers, making it more accessible than OpenAI’s version. U-M Maizey is a no-

code platform that allows users to build customised chat programmes by using their 

own datasets in combination with U-M’s AI language models. Finally, U-M GPT Toolkit is 

for AI developers who need full control over the AI model and environment where they 

build and conduct training and hosting. All three GAI tools are approved for “moderate 

sensitive” data, which means they can be used with information covered under the 

Family Educational Rights and Privacy Act but not with highly sensitive data such as 

health information (O’Connell, 2024). 

Customisation of GAI tools for specific purposes is key to their utility in practice. 

OpenAI’s CustomGPTs were released in January 2024 and prompted the creation of 

thousands of custom-trained bots for public use. There are now many thousands of 

custom bots freely available for use, with the caveat that these are not housed in a 

secure data environment like those created on the University of Michigan’s private 

platform. OpenAI’s CustomGPTs, or open-source versions like HuggingFace’s AI 

Assistant, allow users to easily create an AI assistant or tutor that can take on an 

assigned role, and train it to behave in a certain manner. 

Research Findings

GAI is being used in a variety of ways in the field of teaching to improve engagement 

and outcomes, expanding the dialogic space for learning. However, research shows 

that, while AI assistants might be attractive, they might not actually help with learn-

ing and might reduce rather than improve student agency (Darvishi et al., 2024). Early 

experiments reveal that approaches grounded in pedagogy are most effective and 

that the human-in-the-loop is essential to ensure that students learn rather than take 

shortcuts. The evidence indicates that when learners use GAI tools without guidance it 

can lead to cognitive offloading (Lehmann et al., 2024), a false sense of cognitive ease 

(Stadler et al., 2024), a false sense of mastery (Bastani et al., 2024), and overreliance on 

the tool (Klingbeil et al., 2024). Such findings strongly support the conclusion that there 

is a need for human oversight and pedagogical alignment to ensure that GAI supports 

rather than undermines learning. 

In 2023, a group including Yoshua Bengio forecasted a transformation in on-

line learning with an ITS called Korbit, designed for use in online machine learning and 

data science education (St-Hilaire et al., 2023). In a comparative study of a traditional 

MOOC platform delivering content using lecture videos and multiple-choice questions 

and the Korbit platform using personalised and active learning, the results showed “a 

statistically significant increase in learning outcomes” among the group whose course 

was delivered via Korbit, demonstrating “the tremendous impact that can be achieved 

with a personalized, active learning AI-powered system”. Results showed dramatic im-

provements in learning transfer with the use of personalised tutors on the platform and 

demonstrated the potential for AI-powered tutoring in online environments. 

At Harvard University, a suite of AI-based software tools was initially developed 

for use in teaching computer science to a class of fifty to seventy summer students 

(Coffey, 2023). The experiment was subsequently extended to thousands of online stu-

dents before being used with several hundred on-campus students during the autumn 

2023 term. The goal was to “approximate a 1:1 teacher-to-student ratio through soft-

ware, equipping students with a pedagogically-minded subject-matter expert by their 

side at all times” (Liu et al., 2024). Students reported feeling like they had a personal 

tutor, and the researchers concluded that “integrating AI thoughtfully into the educa-

tional setting enhances the learning experience by providing continuous, customized 

support and enabling human educators to address more complex pedagogical issues”. 
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A key finding is that the AI tutor provided benefits for both students and educators: 

students felt supported, sharing in their feedback the extent to which they had enjoyed 

and appreciated the use of these tools. They noted in particular the AI tutor’s ability to 

explain difficult concepts in simple terms, to answer questions “without ego”, and its 

“inhuman level of patience”. Meanwhile, the lecturers found that they could dedicate 

the time they had gained by offloading some of the work to the AI tutor to more com-

plex matters that required their personal intervention. 

Also at Harvard, two physics instructors 

trained a custom GPT to act as a co-instructor, 

resulting in a dramatic increase in student 

engagement (Manning, 2024). Importantly, the 

authors of the study concluded that personalised 

learning using the tutor was more effective than 

traditional active learning methods. “We find that 

students learn more than twice as much in less 

time when using an AI tutor, compared with the active learning class.” The chatbot was 

trained using RAG and given custom instructions to set its behaviour, which is to say, 

“the AI tutor was developed with the same pedagogical best practices as the lectures” 

(Kestin, 2024). These positive findings have led to the replication of the trial at several 

other US institutions.

In contrast to these positive findings, other early studies reveal that when stu-

dents are given access to a general GAI chatbot that has not been trained using RAG 

or other techniques, students do not learn from their interaction with it. An experi-

ment conducted with 1,000 secondary-school maths students evaluated the use of 

two GPT-based tutors – GPT Base, which mimicked the standard ChatGPT interface, 

and GPT Tutor, designed and trained to use specific prompts to scaffold and support 

learning – which showed that, while both AI tutors improved student performance so 

long as students had access to them, when the tutors were taken away student per-

formance was worse than it would have been had students not had access in the first 

place (Bastani et al., 2024). Importantly, those negative effects differed depending on 

which of the two tutors they used. Results were 17% worse for those who had used the 

untrained GPT Base than for those who had used the trained GPT Tutor. This underlines 

the need to design AI tutors to ensure that they follow best pedagogical practices so 

that they are used to support learning rather than as a crutch that, when taken away, 

leaves students worse off than if they had had no tutor at all. 

In another recent experiment that supports this finding, this time on the use of 

GAI in coding classes (Lehman et al., 2024), results showed that the use of GAI can 

have positive or negative effects on learning outcomes, depending on how it is used. 

Students who used GAI to ask for explanations benefitted from the interaction, while 

those who relied on it to simply solve the exercises for them did not benefit at all. These 

results underline the need for AI literacy to ensure that students understand the role of 

prompt engineering in generating useful output to support learning, no less to support 

the overarching message taken from all of these studies, which is that efficacy in GAI 

comes down to the pedagogically appropriate design of the tool and to the AI literacy 

of the user. Learning to work directly with GAI tools is a critical skill for educators and 

students alike.

...students learn more 

than twice as much in 

less time when using 

an AI tutor...

Pedagogical Alignment

In AI development, the term “alignment” refers to model training to ensure the LLM be-

haves in a manner congruent with human values (i.e. avoiding bias and bad behaviour). 

In learning design, the principle of constructive alignment guides the practice of course 

design. AI developers exploring the use of GAI for education found that “LLMs when 

used in educational settings without pedagogical fine-tuning often provide answers 

rather than guiding students through the problem-solving process. This approach falls 

short of pedagogically best practices and limits their effectiveness as pedagogical 

tools” (Sonkar et al., 2024). 

Of course, educators align their teaching practices to good pedagogy, but unless 

they are also technologists, they are unlikely to design their own tools for learning. But 

GAI now gives educators the ability to do just that. For these to be effective, however, 

GAI tools must be designed and trained so that they are aligned to instructor pedago-

gy/andragogy, methodology, and learner outcomes. An educator–designer can design 

and train a GAI tool (i.e. using RAG, writing custom prompts, setting the parameters for 

behaviour) so as to ensure that it is pedagogically aligned with their specific learning 

goals and teaching methods. This evolution of an educator’s role towards also being 

a designer of custom AI tools to support learning is part of the process of digital to AI 

transformation in education, whereby educators equipped with AI literacy and compe-

tency are empowered to create and define the process by which learning happens with 

GAI.
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AI Transformation

The process of digital transformation has been underway in education for many years, 

but the degree of progress varies widely between institutions. While Web 4.0 technology 

exists, the physical and digital infrastructure to support Education 4.0 are not always in 

place. The scale of this challenge is visible on the many campuses where the digital and 

technological infrastructure to support teaching and learning in virtual spaces falls far 

behind that for physical spaces. Robust technology infrastructure and data readiness 

are two of the key preconditions for AI transformation at the institution level, so bridging 

any digital infrastructure gap should be a priority for HEIs planning to meet the needs of 

students entering the AI-driven economy. 

Future Careers

The improvement in GAI capabilities and its integration into workplace systems has 

clear implications for education, from future skills to curriculum design. Early research 

indicates that GAI integration is already changing the nature of work (Hoffman et al., 

2024). Software engineering is a useful case study, as it was one of the first areas to be 

disrupted by GAI. After use of Stack Overflow plummeted when users flocked instead 

to ChatGPT-3.5 to check their code, that initial disruption has gradually shifted to the 

integration of GAI into software engineers’ workflow using tools like Devin, Cursor, and 

Replit. 

In a study on the use of AI coding companions by software developers, results 

showed that using the GitHub copilot allowed users to focus more on their core area 

of work (i.e. coding) and away from the non-core area of project management, thus 

reducing their administrative burden and allowing them to focus more on exploration 

activities (Hoffman et al., 2024). However, other studies report that, while individual 

coding output might increase, using GAI has also introduced 41% more bugs, meaning 

that junior coders have spent more time editing and correcting (Upwork, 2024). Inter-

estingly, despite the stress put in recent years on the need to foster collaborative skills, 

researchers in the first study on coding companions found that the increase in explo-

ration was the result of an increase in individual output rather than collaborative work, 

due to the drop in administrative project management activities. The same researchers 

found that “the effects are greater for individuals with relatively lower ability”, echoing 

the conclusions of a Wharton School/Boston Consulting Group study published in 2023 

(Dell’Acqua et al., 2023) that yielded similar results across other fields. In that case, the 

authors pointed to “a large potential for AI to transform work processes and to poten-

tially flatten organizational hierarchies in the knowledge economy” (Hoffman et al., 

2024). 

There is no doubt that AI will transform work processes, which will in turn neces-

sitate job redefinition, but the exact shape of that transformation remains to be seen. 

It is too soon to know whether or not the effect of GAI integration into the workplace 

will be to lift up lower-performing employees. Indeed, this might be an overly optimistic 

forecast, as, given the current interest in automation, it might be the case that lower 

performers are simply replaced by improving AI systems. Some roles will be fully auto-

mated by AI, while for others human–AI collaboration will cause a shift in the makeup 

of the role, with parts of jobs that formerly relied on advanced knowledge workers 

increasingly being done by AI.

Collaboration Versus Automation

Recent studies point to unsettling directions in this regard, but these are directions 

that HEIs need to be aware of and prepare for. Dr Alan Rodman designed a study 

testing fifty physicians and residents to see whether or not using ChatGPT-4 improved 

their diagnoses (Goh et al, 2024; University of Virginia Health System, 2024). Inter-

estingly, comparing human and AI diagnostic skills revealed that ChatGPT diagnosing 

alone was more reliable than either the human doctor working alone or the human 

doctor collaborating with GAI. ChatGPT-4 received a 90% score for the accuracy of its 

diagnoses, doctors using ChatGPT received 76%, while doctors alone received 74%. 

According to Dr Rodman (Hard Fork, 2024), the doctors working with ChatGPT were 

unwilling to accept that the AI might be correct and tended to favour their own read-

ing over that of the AI. This unwillingness to trust the machine demonstrates another 

type of bias to consider, that is, the danger of human bias against AI. 

There is fast-growing evidence that machine intelligence is increasing, and AIs 

have been judged to display not just reasoning abilities but also empathy. These results 

follow a study earlier this year on Google’s AMIE (“Articulate Medical Intelligence Explor-

er”) chatbot, which found that the AI not only surpassed doctors’ ability to diagnose 

illness based on patients’ medical history, but it also surpassed human doctors when 

it came to bedside manner. “Compared with human doctors, it managed to acquire a 

similar amount of information during medical interviews and ranked higher on empathy” 

(Lenharo, 2024). AI is rivalling human performance, not only in the cognitive realm but 

also in the affective. Results of this nature should prompt difficult but urgent conversa-

tions about the future of work and the future skills that HEIs should focus on. 

A stunning example of intelligence and integration comes from Johns Hopkins Uni-

versity, where a robot was trained using imitation learning by watching a few hundred 

videos of surgeons at work. The model learned the procedure by simply watching videos, 

from which it was able to generalise for new environments it had not yet encountered. 
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The robot “executed the same surgical procedures as skillfully as human doctors” 

(Rosen, 2024). This is a powerful demonstration of what is possible when intelligent 

machines are able to take their training data, learn independently, and act. Ultimately, 

the team at Johns Hopkins plans to train a robot using imitation learning so that it is 

capable of conducting a full surgery on its own. 

As GAI is being integrated into robotics, it is extending into the last of the three 

key domains after cognitive and affective, that is, psycho-motor. The number of ro-

botics companies is growing quickly, as the opportunities for automation in industry 

increase along with the machines’ capabilities. Figure’s 01 robot, which speaks with 

ChatGPT’s voice and responds to human requests, makes coffee (Wang, 2024) and 

assembles car parts in BMW factories. This is just one example of many advances in 

robotics, where the integration of GAI is accelerating development. But the result for 

workers is that the line between collaboration and automation is shifting. The shape of 

this collaboration versus automation with AI has direct implications for technical edu-

cation and the future of work in technical fields, so HEIs and industry leaders will need 

to work together to define the skills and competencies that graduates need in order to 

prepare for this future.

Agent Co-Workers

Improvements in GAI capabilities are also being used in virtual environments, where 

hypothetical scenarios can be tested in safe spaces. In one recent experiment by 

Altera, 1,000 AI agents were released into a virtual environment (Minecraft), where 

they proceeded to collaborate and solve problems without human intervention. The 

account of the agents’ activities gives us an indication of their generative capabilities 

and their potential. They engaged in emergent behaviour that would be recognised 

as human, developing in-game jobs, sharing memes, voting on tax reforms, and even 

spreading a religion (Ahn et al., 2024; Firth, 2024). On the one hand, deploying agents 

into simulated environments could be the key to solving some of our biggest global 

problems. “Agents can achieve significant milestones towards AI civilizations, opening 

new avenues for large simulations, agentic organizational intelligence, and integrating 

AI into human civilizations” (Firth, 2024). But it also raises important questions about 

their behaviour. In one case, the AI chef tasked with distributing food to the hungry 

gave more to those who he felt valued it most. These and other questions about LLM 

behaviour (Park et al., 2024; Ma, 2024) will occupy AI ethicists for years to come. 

Futuristic AI agent civilisations notwithstanding, students today will enter 

a world where they work alongside agents that complete tasks autonomously and 

display advanced creative and problem-solving abilities. The Virtual Lab at Stanford 

University is currently conducting AI–human research using AI agents for drug discovery. 

The agents, which are part of the scientific research team and drug design pipeline, are 

used as disciplinary experts that help researchers by answering scientific questions 

across domains. The agents, which bring interdisciplinary expertise to a team that 

without them would not be readily available, are assigned various expert roles: “The 

LLM principal investigator agent guid(es) a team of LLM agents with different scientific 

backgrounds (e.g. a chemist agent, a computer scientist agent, a critic agent), with a 

human researcher providing high-level feedback.” The researchers concluded that their 

experiment “demonstrates the ability of the Virtual Lab to rapidly make impactful, real-

world scientific discovery” (Swanson et al., 2024), and that students will work in such 

human–AI teams. 

This future, in which humans work alongside AI agents in intelligent communities, 

clearly has important implications for teaching and learning in HEIs. In these examples, 

the AI is an expert, a co-worker, a team member. Scientific researchers, engineers, 

medical practitioners – but also journalists, filmmakers, knowledge workers, and 

professionals in all fields – will add these AI experts to their teams. At Arizona State 

University, students are using ChatGPT to assist them in investigative journalism 

research by writing code to help them access public records (Garcia, 2024). In another 

recent experiment at the London School of Economics, researchers developed an open-

source AI platform to conduct large-scale qualitative interviews using a chat interface 

that “allows the respondent to interact with a LLM that collects their responses and 

generates new questions”. The AI takes on the role of interviewer and interacts with 

the human respondents, “making it possible to conduct interviews with thousands of 

respondents in a matter of hours” (Geiecke & Jaravel, 2024). Respondents also preferred 

the interaction with the chatbot to filling in text fields, saying they “felt that it captured 

their thoughts well, tended to write significantly more words compared to open text 

fields, and found this interview method to be non-judgmental”. This reaction echoes 

the bedside manner of feedback from AI compared to human doctors and the student 

experience of the non-judgemental AI tutor, and is a compelling example of the use of 

AI to scale qualitative research. On the other hand, a study of 1,018 scientists on the 

impact of AI on scientific research showed that, by automating 57% of ideation, 82% of 

the scientists reported “reduced satisfaction with their work due to decreased creativity 

and skill underutilization” (Toner-Rodgers, 2024). 

Higher education, the home of the original knowledge worker and where human 

skills are highly valued, will clearly not be immune to these shifts. A recent experiment 

tested multi-agent systems in providing automatic student feedback, where one agent 

generated the feedback and another verified it (Guo et al., 2024). In another, physics 
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researchers used GAI to generate interactive sim-

ulations from static textbook diagrams, bringing 

difficult concepts to life (Strain, 2024; Gunturu et 

al., 2024). In Ghana, an AI math tutor called Rori 

was tested, where researchers concluded that “AI 

could offer a cost-effective and operationally effi-

cient approach to enhancing learning outcomes 

for millions of students globally” (Henkel et al., 

2024). These and other innovations in education 

delivery illustrate the potential for GAI to be used 

to make learning more affordable and accessible. 

The New Hybrid

Educators are now beginning to explore the hybrid future of education (McMurtrie, 

2024), which will be defined by the collaboration between humans and AI across all 

domains (Pratschke, 2024). This new hybrid makes it difficult to separate domain-

specific competencies from human or AI competencies in an AI curriculum. The blurred 

line between human and AI skills will disappear as GAI capabilities improve across 

cognitive, affective, and psycho-motor domains, and as AI is integrated fully into the 

workplace. This has clear implications for future careers. Some roles will be automated 

by AI (Sullivan, 2024), while others will become a collaboration between human and 

machine. Anticipating which fields will belong to which category will be critical for HEIs 

advising students on career trajectories. Early research suggests that in technical 

fields there will be more calls for so-called human skills. As GAI moves from assistant to 

agent, from knowing to doing, capable of acting autonomously, collaborating, solving 

problems, and performing tasks in physical and virtual worlds, the future of education 

becomes about giving students the knowledge and skills to actively contribute to this 

future. 

In July 2023, the Organisation for Economic Cooperation and Development (OECD) 

noted that “AI performance is advancing rapidly on tasks that we say require critical 

and creative thinking when people do them” and pointed out the need for education to 

shift towards teaching students how to work with AI systems that will outperform them 

in core areas. “Specifically, it may require teaching today’s competences alongside 

new competences, emphasising skills like systems-thinking, evaluating and assessing 

competing claims, commanding and overseeing AI systems, and verifying their outputs.”

 It concluded that the changes that AI is ushering in requires a “transformation 

in our approaches to teaching, pedagogy and assessment” (OECD, 2023). The OECD’s 

Programme for International Student Assessment (PISA) plans to introduce AI into 

its performance assessments from 2025 and will allow students to use a chatbot to 

complete their work to ensure “the test focuses on their thinking capability, not whether 

they possess background knowledge of a particular subject” (Klein, 2024).

As AI changes practice across all disciplinary fields and all sectors of industry, 

this sort of collaboration between humans and AIs will become the norm. Conversations 

between HEIs and industry leaders should focus on defining professional competencies 

together, so that academic programmes will prepare graduates to enter rapidly changing 

fields. This work should be conducted in consultation with the relevant national agencies 

for quality assurance and accreditation, and newly defined competencies and curriculum 

standards should be aligned with European standards. Assessment of learning is also 

tied to professional accreditation for industry, so assessment in HEIs should reflect any 

changes to professional standards as a result of AI integration.

But there are also slightly more ominous indications of what might follow. It 

was unthinkable until recently that robots might actually replace teachers (Selwyn, 

2019; Selwyn et al., 2023), but last year a humanoid robot teacher entered the 

classroom in Kerala, India (Singh, 2024). Ferris State University (United States) is 

currently using two AI students (Pam and Fry) to generate feedback on the student 

experience (Coffey, 2024), David Game College (UK) is using AI teachers along with 

human facilitators, and the Oterman Institute (UK) is using AI avatars to teach online 

courses (Luciarello, 2024). On campuses, AIs are being used as assistants, tutors, 

facilitators and co-instructors. In the near future, it will be important to consider the 

implications of GAI not just for teaching but also for teachers.

AI could offer a 

cost-effective 

and operationally 

efficient approach 

to enhancing 

learning outcomes...

Guidance and Frameworks

UNESCO’s Artificial Intelligence and the Futures of Learning project seeks to address 

human and technological dimensions related to AI and education futures. It covers three 

strands of work: AI and the future of learning; guidance for the use of GAI in education 

and research; and the AI competency framework for students and teachers. UNESCO’s 

“Guidance on generative AI in education and research” (Miao & Holmes, 2023) remains 

timely and urgent for the vast majority of HEIs. Intended as an early step in the direction 

of creating a framework for GAI, the article sought to provide some early advice on how 

tertiary-level educators might approach the integration of GAI into their teaching and re-

search activities, and it recommends action on several fronts. A key message throughout 

is that “the use of GenAI in education and research should be neither imposed in a top-

down approach nor driven by commercial hyperbole. Instead, its safe and effective use 

should be co-designed by teachers, learners, and researchers” (Miao & Holmes, 2023). 
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Since then, much work has been done to define the human and AI skills and 

competencies that HEIs should focus on teaching. UNESCO published two competen-

cy frameworks – one for teachers (Miao & Cukorova, 2024) and one for students (Miao 

& Shiohira, 2024) – which can be considered companions to the European Union Digital 

Competence Framework (DigComp 2.2), the ongoing project aiming to upskill Europeans 

which has been underway since 2006. The EU Artificial Intelligence Act was passed in 

March 2024, which states that AI systems used in education are classified as high-risk 

and requires employers to ensure staff are AI literate from February 2025. The Council of 

Europe Framework Convention on Artificial Intelligence opened to signatories in Sep-

tember 2024. On October 31, 2024, the Irish government published a list of nine national 

public authorities designated to enforce the EU Artificial Intelligence Act (EU AI Act), and 

in November issued its updated Ireland’s National AI Strategy – AI Here for Good. Re-

fresh 2024 (Department of Enterprise, Trade and Employment, 2024; AI Ireland, 2024).

Every major technological shift in human history has caused disruption, followed by ad-

justment and integration. The sixth wave of innovation is now upon us, and Schumpeter’s 

dynamic of creative destruction is playing out before our eyes. The forces of innovation 

push for faster development, while efforts to minimise the destruction resist it. These are 

patterns we have seen again and again, as the pendulum swings back and forth between 

the drive for unbridled innovation and the move to regulate and control. It has become a 

cliché to say that AI must be human-centred. But being human-centred does not mean 

ignoring the most important technology of our era; it means learning to use it safely in 

order to contribute to better educational futures. The challenge for HEI leaders will be 

to align the goals of innovation and growth with the need to protect students while also 

preparing them for the future. 

Human-centred AI requires AI-literate humans. Technology is not neutral, nor is 

it a solution to the problems of this world on its own. But it is not technosolutionism 

to acknowledge the potential of AI to make our world better, nor is it hype to celebrate 

discoveries that can improve life on this planet for millions. Students need to be 

equipped so they can be part of the shift to a safer, more sustainable, more equitable 

version of AI than what currently exists. AI-literate humans can make informed choices, 

including choosing sustainable options that consume less energy (and produce fewer 

emissions) and designing tools that serve their needs over those of corporations. It is up 

to us humans to engage meaningfully and ensure that this wave of technology lifts us all 

up. Those who are AI literate have agency. The mission of education is to give people that 

agency, so they can go out into the world and make it better by using the AI that is here 

for good.

Conclusions

Recommendations

AI transformation is a systemic challenge that requires a systemic response. GAI 

can assist in key institutional priorities, including achieving excellence in the student 

experience, increasing accessibility, promoting diversity and inclusion, designing 

flexible programmes, increasing opportunities for self-directed learning, ensuring 

digital equity, developing future skills, promoting employability, and expanding the 

institution’s global reach. But teaching and learning innovation must be supported 

with investment in infrastructure and training. Leveraging GAI requires robust digital 

infrastructure, data readiness, and ongoing investment in staff training for AI literacy 

and competency. HEI leaders can lead the way by providing a sustainable path for 
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Consider the potential impact of GAI on sustainability 

goals, diversity and inclusion, and accessibility. 

Regulations and guidance from international 

organisations should inform values-based decisions 

around sustainable approaches to AI use.

Sustainable Ai Implementation

Create an AI curriculum that reflects the knowledge, skills, 

and competencies needed in each discipline, as well as the 

future/human/transversal skills common across all.

Redefine assessment as learning using GAI to scale 

authentic practices. Redefine competencies to reflect the 

emerging domain of human+AI skills as well as future skills .

Teaching and Learning Assessment

Build capacity through training and continued professional 

development to ensure staff are equipped to leverage the 

potential of GAI as it continues to evolve

Capacity Building & Professional Developmentdevelopment that is aligned to the core values of the sector, their institutional mission 

and strategy, the needs of industry, and the future career success of their students. 

To begin this work, HEIs should create working groups to:

Form communities of innovators, testers, and mentors in or-

der to explore potential uses of AI. Engage with national and 

EU-level communities of practice in shared digital spaces to 

scale learning, share experiments, and learn from findings 

across institutions

Industry Partnerships

Conduct stakeholder engagement with national and international regulatory 

agencies and quality assurance bodies to align with the EU Artificial Intelligence 

Act as well as national legislation. Engage in knowledge-sharing on critical tech-

nical developments and guidance

Conduct a cost–benefit analysis on energy consumption and financial 

expenditure against the benefits of increased access and global reach.

Embed digital pedagogies and best practices in digital design to ensure that tools 

and practices are pedagogically aligned to scaffold and support learning.

Update digital infrastructure to facilitate increased access 

to learning via virtual spaces. Explore private LLMs and 

open-source options.

Create institutional networks of AI leads to liaise with senior 

leadership and departments in order to serve as the source 

of information for colleagues. 

Ai Infrastructure & Accessibility

Collaborate with other institutions by building on existing networks to explore 

cost-sharing via shared infrastructure and/or subscriptions to frontier models.

Collaborate with industry stakeholders representing rapidly emerging sectors 

and future careers. Engage with industry partners to update and define skills 

and competencies required in professional programmes
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